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SPEECH GENERATION FROM SEMANTIC NETS

SUMMARY

Natural language output can be generated from semantic nets
by processing templates associated with concepts in the net, A
Set 6f Verb templates is being derived from a study of thé
surface syntax of some 3000 English verbs: the active forms of
the verbs have been classified according to subject, object(s),
-and complement(s); these syntactic patterns, augmented with case
:names, are used as a grammar to control the generation of text,

"This text in turn is passed through a speech synthesis program

) jand-outputrby'a VOTRAX speech synthesizer, This analysis snould._f 

" ‘ultimately beneflt systems attempting to understand ‘English {input

'by providing surtace strueture to deep case structure maps' usinq :

::the same templates as emploved by the QQnerator.g:; 
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INTRODUCTION
If computers are to communicate effectively ﬁith' people,
_théy .must speak, or at least write, the user's naturél language,
The bulk of the Work in computational linguistics haS been
‘devoted to computer understanding of natural language input, but
relatively little effort has been expended in developing natural
language output. Most English output systems have been along the
line of "“f{11 in the blank"™ with perhaps some semantic
constraints {imposed; there have been few attempts at language
generation from what one could <call "semantic net" structures
{(Simmons and Slocum, 19723 Slocum, 1973; Goldman, 1974),
| ~Perhaps generation i{s considered a much easier problem, The
-suocéss of understanding efforts is generally believed to depend
on some workable theory of "discourse organization" which would
account for effects of context and would show how a&naphoric
éxpressions (pronocuns and noun phrases) are Tresolved and how.
.sentences are ordered {in the output, As 1t happens, these
mechanisms are precisely those that a "response generator"™ must

~incorporate {f it {s to appear 1ntelligent. " The  study of

‘generation will play an 1mportant role in solving the problem ;of'h_j'”

”;understandinq 1f it can demonstrate a mapping from deep semantic
-:structures to surtace strings.- | | _ _ _ o _
o Let us briefly outline some relevant processes in the speechﬁ
:ounderstanding ﬂsystem- being developed by SRI . and SDC IWalker et
“alss 1975, and Ritea.'19753. The user {nitiates a .session by

éstabiishing communication with the system: all subsequent dialog
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(input and output) is monitored by a "discourse module" (Deutsch,
:1975) to maintain an accurate conversational context, An
éxecutivé coordinates various knowledge sources == acoustic,
. prosodie, syntactic, semantic,  pragmatic, ~and discourse == to
*understandﬁ successive utterénces;

The analyzed utterance 1s then paésed'to the'”reSpondéf"' -
anoihérr compenent o0f the discourse module, The responder may
call the question-answerer 1f the input is a questiony it may
call a data basSe Update program i{f the input is a statement of
facty or it may decide on some other appropriate réply. The
content of the response is passed to the generator, perhaps with
some indication of how it is to be formulated. The replyY may be
‘a stereotyped response {("yes", "no", "I see®™), a noun phrase
'(noaé)n a sentence (Verb node), or, eventually, a paragraph,

The generator outputs sterectyped responses immediatelys 1if
the response is more complicated (a "noun" node, "verb" node, or
eventually a network), a more detalled program i§ required. This
program will determine exactly how the response is to be

' formulated == as an NP, S5, or sequence of Ss; it may be .required

'.7_3to-Choose'verbs and nouns witn Which to eXpress the deep case net .

'_structures; as weli as a syntactic frame for the generation. The-

_generator. produces the response in "text" form; tnis 1n turn is

ﬂf:paSSEG to a lspeech synthesis proqram :orf transformation ;ahd;”j;-

output by a commercial VOTRAX speech synthesizer.' Currently no
_Sentenceiintonation'pr'-stress contouring is being performed,

Since the major interest of this paper is in "text” generation.
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no further reference to the synthesils step will be made,

CONSTRAINTS ON RESPONDING

 There are several considerétions involved 1In responding
'néppfépriately to an utterance, First, there are "conversational
Postulates"” (Gordon and Lakoff, 1975) Shared by the users of a
- lJanguagej; these postulates serve to constraln the content and
form of communications from the speaker to the hearer, For
instance, the speaker should not tell the hearer something the
hearer already knows, lest he be boreds yet the speaker cannot
tell the hearer something the hearer knows absolutely nothing
.about, or the hearer will not ecomprehend, The speaker should
._telate the news Iin his message to the prior knowledge of the
"hearer; this requires the speaker to have a mode}l of the hearer.
These heuristics must operate in conjunction with a "response
producer™ to constrain what may be oeutput by a "sentence"®
generator, We are only beginning to understand how to

incorporate these postulates in a language processing system,
 Then there is the matter of constructing the basic sentence,
:NOrﬁai“English syntax regquires at least one verb in the SQntencg;
'choosing a main verb constrains the surface structure, For
JihsténCEt'jih _the:*aBSehce °t'compounds:ah? verbs other than the
;@éih:;yér55‘WIli iﬁé#e: £6;fa§péar.:1n '§ﬁ6théf”'forhf” Zbominﬁi; 
- intinitive, gerund, participle, or subordinate clause. How does
the relevant information contained in a semantic net indicate the
appropriate form? The traditional answer 1S "by means of the

lexicon," We will explore the 7relationship between net and
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lexicon and advance a methodology for representing a map from
. deep case structure to surface structure,

This paper focuses on a philosophy of singleesentence
fbfméftinq:fChoosihg a main verb, choosing the gross structure of
_.thé:outpUt sentence, and deciding how to generate appropriafe
houn Phrasés. OQur examples w{ll emploY simplified semantic net
structures, somewhat like those in the actyal SRI "partitioned

semantic net"™ system (Hendrix. 1975}, Nodes in the net may
" represent physical objects, relationships, events, sets, rules,
or utterances, as in the example below, Directed labelled arcs
-eonnect nodes and represent certain "primitive® timewinvariant

‘relationships,

<OWN, 1> <OWN, 2>
0By - jo8y
 (ESEAWOLF,1) QUALTANT.1)
Loel ' e
Y Y
~ (<sEaworrs>) (<VALIANTS>)
SAEETE VRN S SRy D

Y <SUBMARINES> ) = =
In the net fragment above, the U.S, and the U,K. are elements (e)

0f the set of countries, As EXPeriencers they each participate
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in UWNing situations involving as OBJects particular submarines;
‘each submarine {s an element of some class of submarines, and

these classes are subsets (s) of the set of all submarines,

| | GENERATION TEMPLATES
' The first requirement for generation is5 to derive some
‘templates for English sentences, We choose a simple verb for
demonstration == OWN, We note that our verb has Severa)
."synonyms“z HAVE, POSSESS, and BELONG (T0), Since each of these
verbs (jincluding OWN) has other sense meaninygs, we posit a node
<S,0WN> in the net that corresponds to the abstract "owner:hig"
~sense they have in common; th{s node will be the r"prototypical"
DWN, 1in that it will incorporate the "meaning” of the situation
of o¥ning (including any semantic constraints on its arguments),
and in that all jinstances of owning situations will be related to
1t, With this node we will associate the appropriate verbs (OWN,
POSSESS, HAVE, BELONG) and templates, Note that one template
ﬁill not syffice for all four verbs; for instance, the subject of
‘BELONG (s the OBJect entitYo.While in the other (active) verbs
the subject is the EXPerienceri
EXP owns OBJ ; 0OBJ is owned by EXP
. EXP possesse§ 0BJ ; OBJ is poSsessed by EXP
- EXP has OBJ H OBJ belonqs to EXP |
 so.we propose the correspondinq templates-
. [OWN (EXP vact OBJ) (OBJ Voas BY EXP)]
[POSSESS (EXP'Vact OBJ) (0UBJ Vpas BY. EXP)} .
[HAVE (EXP Vact- 0BJ)] [BELONG (DBJ Vact TO EXP)}
Now, in order to speak about a particular owning situatibn;':we

pursue the hierarchy to f{nd the "canonical" S.0WN, chooSe a verb
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(say, BELONG) and an associated template (OBJ Vact TQ EZXP), and
generate the constituents consecutively,

- But we have a problem; there is no indication of how the EXP
‘and OBJ arguments are to be generated, NP will not always
_suffice: note for instance that the predicate argument of “hope”
in "John hoped to gec home™ must be an infinitive phrase (rather
than the gerund phrase that NP might produce), Even a cursory
study of a few hundred verbs In the language shows that they have
very definite (and regular) constraints on the syntactic form of
~their constituents, These conStraints appear to be matters for
the lexicon rathery than the grammar, Therefore, we Aassociate
verbs and templates with word senses (prototypical nodes in the
'net) rather than {mplement them Vvia grammarl TruleS, and We
explicitly incorporate the constituent tvypes in the templates:

[OWN ((NP EXP) Vact (NP 0OBJ)) ((NP OBJ) Vpas BY (NP EXP))]

[POSSESS ((NP EXP) Vact (NP OBJ))} ((NP 0BJ) Vpas BY (NP EXP))]

[HAVE ((NP EXP) Vact (NP OBJ))]

{BELONG ((NP OBJ) Vact TO (NP EXP))1l

A set of¢ patterns 1ike these 1s associated with every
"prototype verb" node in the knowledge base, It would seem that
all We need iS an interpreter that, given any "verb instance”
.:node ;n the knowledge base. lo0oks up the patterns for that type
of node. chooses a verb. a correSponding template for -the verb,
and then proceeds to "evaluate" the pattern: - o

_“verb'IUWN.l-->s.DWN} > belong L
~temp =«> [{NP 0BJ) Vact TI0 (NP EXP))

- {NP OBJ) ==> the Seawolf
Vact ==> belongs

TO ==> to

(NP EXP) w==> the U,S,
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But we still run into trouble with our simple Schene,

Consider the sentence, "John burned the toast black,”

RES ,(black)

oBJ

By using the simple pattern ((NP AGT) Vact (NP 'Déd)} we could
easily generate the "incorrect" sentence, "Jonn burned the black
toast," since (NP 0BJ) might lnclude the color of the toast, We
need a pattern more like ((NP AGT) Vact (NP OBJ) (Mod RES)), in
which the RESylt of the action will be directly related ¢to the
Verb, HoWeVer, this is not quite enough == at least, not without
a very complicated interpreter =~ because the interprefer must
know that (NP OBJ) cannot 1include the Verb’s RES argument
(black), Thus, by convention, we may indicate an extra argument
to be passed te a constituent generator (such as the function NP)
"to denote the item(s) not to appear in the resultant constituent:
({NP AGT) Vact (NP OBJ RES) (Mod RES))
The pattern (NP OBJ RES) means "generate an NP using the OBJect
._of the verb, bput do not include the RESult of the verb in the
NP." This convention actually prevents enormous proliferation of

:patterns (1,844 a paftern copy for every possible "missinq“

fconstituent).' This 1eVe1 of detail would be unreasonable if faw S

jother verbs could use this template; however, there are more than7
‘a hundred verbs that share this same-paftern. : Since there are
relatively few templates, each shared by several tens or hundreds

of verbs, the use of templates proves to bhe quite helpful,
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There are other sources of potential pattern proliferation,
an . important one being the combinatorial arrangements of case
arguments of time, manner, and other such adverbials, as well as
other (possibly non~adverbial) case arguments sUch as Source,
‘goal, instrument, etc, Some of these arguments are rather
constrained {n their positions in the sentence, but others may
appear almost anywhere:

"Yesterday the ship sailed from the lighthouse to the dock,"

"The ship salled from the lighthouse to the dock yesterday."

"Yesterday the ship sailed to the dock from the lighthouse,"
It is of course unreasonable to try to maintain all the possible
patterns; instead we leave insertion of these adverbial arguments
to a single heuristic routine (described below), There are
severa)l Jjustifications for this, among them: (1) the particular
form of the verb cannot be generated until the subject, object(s)
and conmplement(s) have peen generated, (2) these adverblals are
50 universal as to appear in almost any of the patterns and {n
several possible places, and (3) there are some heuristic
constraints involved in the pPlacement of arguments,

One may question whether passive templates should be stored;
‘certainly, they could be derived, On the other hand, neglecting
' to store them would force us to indicate with each verb (sense},
 ﬁhethér- it can (or, sometimes, must) be passivized, Indicating
_'.I't_"z;aﬁﬂtiire'"."is Rot enough since _'tﬁerlé ‘are transitive Verbs
(i.e., verbs that take an ‘object) that cannot be passivized,
Since we have ;o store the information anyway, we can save sone

.Code and computing time by storing the passive template,
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There are several reasons for generating the verb after the
majof arquments, First the subject must be generated so that the
verb can be made to agree in number, Second, certain word senses
are true of verbwparticle combinations Wwhile not of the isolated
_Verb. Since, in addition, particles must appear after objects
that are short (like pronouns) but before objects that are long
(like noun phrases), the particle must be positioned after the
object s generated, FinallYr, 1insertion of some adverblals
(e,g, "not") requires an auxilliary verb == thus verb generation

must follow adverbial generation.

VERB PATTERNS

This study started with the 25 ®"verb patterns" presented by
Hornby (1954), These in turn came from a dictionary by Hornby et
al, (1948),., Verbs in the dictionary are classified according to
thelr gross syntactic patterns of subject, object(s), and
complement(s)y most of the patterns are sub~divided, The authors
claim that these patterns account for &all constructions involving
all the verbs in their dictiona}y == and, by extension, 1in the
: langﬁage. This classification {5 not immediately useful to
.computational linguists since it does not address underlying
 semantics.' ‘Nevertheless, it 1is clear that it can serve as the
- pasis fqr'-é' derivation qf‘fun&éfivinq' case 'structures and,

"particularly, as a basis for "generation templates. |
These patterns are being converted 1nto templates much iika
those derived earlier; the analysis {s being performed with

respect to about 3000 verbs drawn from the dictionary (Slocum, to
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appear), These templates serve as the major portion of a modular
"generation grammar.,"” with the remainder {n the form of heuristic

 fuhctions for constructing syntactic constituents,

NOUN PHRASES

| What.to.include in a noun phrase should be another matter
gor the discourse module to Judge. There are no well~formulated
rules accounting for anaphora {n English; indeed, there are fevw
¥ell=established parameters other than that the hearer must be
able to resolve the (pro)nouns to their referents, The Speaker
should employ anaphora in order to avoid repetition, but only {if
'his model of the hearer indicates that the hearer can resclve the
ambiguity. There are some lowepower pronominalization rules that
- Ccould be directly inCorporated in a generator == reflexivization,
‘for example, Nevertheless, it is important to realize that when
a generator i{s uUnawale of the conversational context, it should
not independently decide how to generate noun phrases; it can
only declde when to do 50, This situation has not been
unjversajlly recognized, but it is becoming increasingly clear
that a discourse module must be consulted during the generation

phase,  The discourse module will not Know ahead of time what KPs

are to be produced Unless it performs many of the same operations

that _thngéénératdr7fwould do anyway.  Yet the context=sensitive
_.deEiSibﬁ-5sﬁfafé§§':m§§  ha§e.itd';reSOft'.té sueh 7mééSﬁfés';§S:
'*éfﬁahSigdafiﬂg"tﬁe pfoﬁd;éa”bﬁﬁbUt'ﬁSInq the model of the hearer
in order to determine what anaphora is resolvable, It {is

unreasonable to incorporate this strategy in the generator, since
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for many reasons it must be part of the discourse module.,

Therefore the generator should pass anyY ‘“"noun" constituent
to the discourse module (perhaps with its recommendation about
“how to produce the constituent); the module must determine 1if a
_:pfOnoun.or bare noun is ambliguous to the hearer, and, if so, what
to add to the noun in order to make the desired referent clear,
In the current SRI system, noun patterns (Slocum, to appear) are
used to control noun phrase generation, Much iike verb patterns,
noun patterns order the constituents in the phrase and indicate
how each constituent is to be generated by naming a function ¢o
be called with the network constituent:

[(DET) (Ad3j QUAL) (Ad3j SIZE) (ARaj SHAPE) (Add COLOR) (N)]
-.Pétterns like this are distributed about the network hierarchy;
~in the future, the discourse module will decide for each pattern

constituent whether it is to appeal in the phrase,

HEURISTIC RULES
Hornby describes three basic positions for adverbs in the
clauses "front" position, "mid" position, and "end" position,
¥Front position adverbs occur before the supject: MYesterday he
;ient home; from there he took a taxi," The interrogative adverbs
{e.g. hows when) ale typically conStrained to front Positiony

'others may appear there for purposes of emphasis or: contrast.

Mid position adverbs oceur with the verb (strinq); 1t there. S

'-aré modal or auxiliar? ‘verbs, the-adVerb-occurS'after the firSt'
-one, Qtherwise the adverb will appear before the verb, eXcept

for "unstressed" finites of be, have, and do: "we often go
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there"; "she is typlcally busy"; "he 15 still waiting,®

End position adverbs occur after the verb and after any
direct or indirect object present, While relatively few clauses
have more than one adverb in front position or more than one |{n
_mid- position, it is common for several adverbs to appear in end
position in the same ¢lause: "they play the plano poorly
- together™,

Adverbials of time (answering the question, "when?") usually
occcur in end position, but may appear in front position for
emphasis or contrast. Adverblals of freguency (answering the
question, "how often?") can be 5plit into t¥o groups, The f£irst
"group is composed of singlee-word adverbs that typically occur {n
"mid position byt also may be in end positien; the second is
composed of multiple~word phrases that appear in end position or,
less frequently, in front position, AdvVerbs of duration ("{forl
how long?") usually have end position, with front position for
emphasis or contrast, Adverbs of place and direction normally
-"have end position, Adverbs of degree and manner have mid or end
~position, depending on the adverb,

Along With such rules concerning the positions of various

types of adverbs, there must be a mechanism to order the adverbs

‘that are to oceur in the “"same" position, There are some _

" heuristics: ambngjéavErbiéisxqf'timeftdr place) the smaller unit

" is usually placed first, unless it is added as an afterthoughtt
"the army attacked the village in force on a hot August

afternoon, just after siesta”, Adverblals of place and direction
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usually precede fthose of freguency, wWhich in turn precede those
of time,
These rules are implemented 1n the Same routine that

'producés the verb; when a template is first interpreted =« much

'-_aS'a sequence of function calls == the ?Vact" or "Vpas" keys are

ignored, Once the subject, object(s) and complement(s) indicated
by the template are generated, this "clean up" routine is called,
It employs the heuristics described above to add the adverbial
constituents and verb, then concatenates the constituents to

produce a complete clause,

DISCUSSION

In theory, the set of possible English sentences is
1hfinite. The obvious question then arises, "If one tries to
account for them with templates, won’t there be an infinite
number of templates?" The simple answer {s, "No, for some of the
same reasons that allow a ¢inite grammar to generate an jinfinite
number of strings." One can produce sentences of arbitrary length
by (1} arbitrary embedding. and‘t2) arbitrary conijunction, One
‘dees not de s0 by incluyding arbitrary numbers of distinct c¢case
‘arguments. Even s0 the number of basic patterns could be
.  éxtremely large, Evidence, hoWever, is to the contrary: the

eventual number of templates would appear to be several times-th&

:number of patterns; owing to the substitution of particular ..

prepositions for "prep" in the syntactic patterns, -and the
assignment of different case names to a particular constityent

'depending on the particular verbd used,
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